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The quest for absolute universals

«[W]elcher Gewinn wäre es auch, wenn wir einer Sprache 
auf den Kopf zusagen dürften: Du hast das und das Einzel-
merkmal, folglich hast du die und die weiteren Eigenschaf-
ten und den und den Gesamtcharakter! - wenn wir, wie es 
kühne Botaniker wohl versucht haben, aus dem Lindenblatte 
den Lindenbaum konstruieren könnten. Dürfte man ein un-
geborenes Kind taufen, ich würde den Namen Typologie 
wählen.» (Hans Georg Conon von der Gabelentz 1891:481)

“But what an achievement it would be were we able to 
confront a language and say to it: ‘you have such and such a 
specific property and hence, also such and such further pro-
perties and such and such an overall character’ – were we 
able, as daring botanists have indeed tried, to construct the 
entire lime tree from its leaf. If one were allowed to baptize 
an unborn child, I would choose the name typology.”
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Figure 2. Bootstrapped false positive rates for 138 features from WALS. This shows the mean false
positive rate across features, taking the average over particular feature values. Thus, this can be
interpreted as an estimate of the false positive rate for a newly studied linguistic feature assuming
that its distribution of feature value is like those observed previously in WALS.

WALS (e.g. similar number and distribution of feature values). This figure demonstrates
that the number of languages necessary to achieve a false positive rate of 0.05 varies from
around 250 to nearly 1500, depending on which sampling method is used to approximate
the true distribution. The most optimistic curve, “Independent sample 10%,” drops below
a false positive rate of 0.01 only after 500 languages; some of the others do not make it
there even after 2000 samples. A rough heuristic one could draw from these plots, then,
is that absolute universals are only likely to truly reflect strong cognitive constraints when
they have been examined in at least 500 independent languages. Note that this provides
only a statistical argument of the impossibility of a feature—a scientist who concluded it
was impossible after examining 500 languages would tend to have a reasonably low false
positive rate of positing universals.

It is important to emphasize one aspect of this analysis. The sampling procedure
we use assumed independent samples from the true distribution. This means that what
is really required is 500 independent languages, not 500 languages overall. For instance,
Spanish and Italian do not count as two separate languages in this analysis since they are
genetically related. This means that the real number of languages necessary may be much
larger than 500 when sampling uses non-independent languages. Correlated samples will
provably increase the number of samples needed to stay below a given false positive rate.
Note, though, that the languages need not be independent in all respects: they need only
be independent with respect to the relevant feature, which may be possible in some cases.
To the best of our knowledge, it will in general not be possible to find 500 independent
languages. There are, for instance, 212 language families in WALS, yet language families
already are not independent samples. More aggressive independence methods—based on
for instance geography (e.g. Dryer, 1989)—will likely arrive at much more independent
samples, but orders of magnitude fewer of them. This means that it is very unlikely that

“Independent” means 
genealogically unrelated.

 NB: Vereinfachte Notation! Es geht nur um die Grundidee!

Construction Grammar (viele Versionen!)
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The problem of absolute universals

• Classical solution: don’t even start to sample languages! Keep the 
universals anyway, and get rid of any counterexample that may come up.

• Based on the Pāṇinian Approach to language:

• Rules; then explain away what doesn’t fit by                                     
positing extra rules:

- Diachrony:   Skt. pad- : Lat. ped- ‘foot’ 
Rule 1 *p → p 
but Skt. pac- : Lat. coqu- ‘cooks’
Rule 2: *pVkw → kwVkw

- Synchrony:  Rule 1: All English sentences have a subject: *saw her
but: he came and _ saw her
Rule 2: Delete a coreferential subject in coordination       

5

fl. 5th/6th century BCE
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The problem of absolute universals

• The Pāṇinian Approach applied to typology:

• Example 1: exceptions to Greenberg Universal #2 [PP P [NP N [NP ] ] ]

   Harar Oromo (Kushitic; Owens 1985)

   [PP [NP maná [NP obbolesá xiyyá ] ]  =tt]
                   house        brother     my            in
     N          P

• Solution: explain away the counterexamples by restricting the claim: 

*[PP [NP N [NP ] ] PN] vs. ✓[PP [NP N [NP ] ] PV]  and argue that 

counterexamples don’t have nominal but verbal postpositions, or don’t 

have ‘real’ postpositions anyway (Biberauer et al 2008)
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7

Analysis without syllables:
(1) ^C1VV?C2?V?V?$
(2) disallow *C1VVC2

Analysis with syllables:
(1) σ: CV(C), (C)V(V) 
(2) C)σ only in mono-syllabic words
(3) ϕ: (σs σw), C1 in σs, C2 in σw
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ban on *[PP [NP N [NP ] ] P] or a requirement of syllables in all languages), 
as “Working Hypothesis”, and then see how convincingly we can explain 
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10



 Bickel 2007 Ling. Typology

The alternative

11



 Bickel 2007 Ling. Typology

The alternative

• Forget absolute universals and stop asking “What’s possible?”, instead ask 
“What’s Where Why?”

11



 Bickel 2007 Ling. Typology

The alternative

• Forget absolute universals and stop asking “What’s possible?”, instead ask 
“What’s Where Why?”

• But, how exactly? My goals here:

11



 Bickel 2007 Ling. Typology

The alternative

• Forget absolute universals and stop asking “What’s possible?”, instead ask 
“What’s Where Why?”

• But, how exactly? My goals here:

• Show one specific approach to the “What’s Where Why?” question: 
Distributional Typology

11



 Bickel 2007 Ling. Typology

The alternative

• Forget absolute universals and stop asking “What’s possible?”, instead ask 
“What’s Where Why?”

• But, how exactly? My goals here:

• Show one specific approach to the “What’s Where Why?” question: 
Distributional Typology

• Show that this turns typology from a Pāṇinian into a normal science
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Alternative (Schiering, Hildebrandt & Bickel 2010): 

Each phonological pattern targets a sequence of 
- phonological units, creating μ, σ, ϕ
- morphological units, creating w-domains (ω, P)

Some variables per language:
1. number of phonological patterns targeting w-domains
2. size of w-domains
3. number of non-isomorphic w-domains
etc.
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Liquid Alternation etc

gm-[stem-gm-ptcl]

kɛ-[Li’-Le-Loː] > kɛ[li’reroː] 
2sPOSS-bow-GEN-PTCL 

‘of your bow’

mɛ-[Luːg-ɛ-Loː] > mɛ[luːgɛroː]
[3]nsS-fall-PST-PTCL

‘they fell down’

Coronal Assimilation etc.    

[gm-stem-gm-ptcl]

[kɛ-n-pa] > [kɛmba]
2sPOSS-KIN-father

‘your father’

[mɛ-n-mɛt-paŋ] > [mɛmmɛppaŋ] 
[1]nsA-NEG-tell-1>3[s].PST

‘we did not tell him’
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WHAT: Case study on words

2. Size of w-domains: proportion of morpheme types inside the domain
• [gm-stem-gm-ptcl]: s = 1
• gm-[stem-gm-ptcl]: s = ¾

Survey of 40 languages from three families:
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e.g. Czech 
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ISO639.3 ID Role PoS co.Role co.PoS PredCat Clause Predicate Class

ctn 1327 Ad non-excl ANY ANY ANY ANY Primary object verbs: some verbs denoting covering events, events of destructive impact like 
throwing, kicking, hitting, or cutting

ctn 1327 Ad N ANY ANY ANY ANY Primary object verbs ...
ctn 1327 Ad non-excl ANY ANY ANY ANY Double object verbs: physical and mental transfer events (translated as ‘send, bring, take, 

move to, give, pass to, infect, feed, tell, ask for, show’ etc.), also verbs like yukt- ‘to keep for 
someone’, which represent a kind of ‘intended transfer’; verbs of covering (‘cover, bury, pour, 
throw, spray at, soil, stain,’ etc.)

ctn 1327 Ad N ANY ANY ANY ANY Double object verbs ...
ctn 1327 Ad non-excl ANY ANY ANY ANY the default ditransitive predicate class
ctn 1327 Ad N ANY ANY ANY ANY the default ditransitive predicate class
ctn 1327 A non-excl ANY ANY ANY ANY the default transitive predicate class
ctn 1327 A N ANY ANY ANY ANY the default transitive predicate class
ctn 1327 T non-excl ANY ANY ANY ANY Primary object verbs ...
ctn 1327 T N ANY ANY ANY ANY Primary object verbs ...
hin 92 Ad ANY ANY ANY PP-hin main the default ditransitive predicate class
hin 92 A ANY ANY ANY PP-hin main predicates with ERG depending on ‘conscious choice’ or volitioANYlity (alterANYtion possible 

only in perfective): sɑmɑjh ‘understand, suppose’, bhul  ‘forget’, jan ‘give birth (to)’, phãd 
‘leap over’, bak ‘to talk nonsense’, har ‘lose, be defeated’ (Butt 2001: 127)

hin 92 A ANY ANY ANY PP-hin main the default transitive predicate class
hin 92 S ANY ANY ANY PP-hin main predicates with ERG/NOM-Sintr/Atr depending on ‘conscious choice’ or volitioANYlity 

(alterANYtion possible only in perfective): intr. verbs: bhõk ‘bark’, jhãk ‘peep, look into/
through’, khãs ‘cough’, chĩk ‘sneeze’, muskara ‘smile’, thuk ‘spit’, mut ‘uriANYte’, hag 
‘defecate’, nɑha ‘bathe’, ro ‘cry’, hãs ‘laugh’, so ‘sleep’ (Butt 2001: 127)
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• Goal: predict these distributions?

• A normal science, non-Pāṇinian approach: 

1. A causal theory on what determines the distribution

2. A statistical model based on this

3. A method for testing the model against data

• Same here! (No Working Hypothesis, no explaining away of counter-
examples etc.)

• Illustrate by way of a case study

17



 

Causal theories

1. A functional theory: presence of A≠P case is driven by V-final word order 
(Greenberg 1963, Siewierska 1996, Dryer 2002, Hawkins 2004 etc.)

[NP V] :  [ØA NPP V] or [NPA ØP V]

[NP-xP V]:  [ØA NPP V]

18
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Causal theories

2. Event-based theory: presence of A≠P case is driven by diffusion in the 
wake of the Eurasian spreads
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Causal theories
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p<.001Eurasia Other

with case

no case
‘with case’ = marking that differentiates 
between two argumental NPs of at least one 
kind (e.g. only first and second person 
pronouns) in at least some bivalent 
predicates (e.g. perhaps only in some 
experiencer predicates with an oblique 
experiencer).

Data from AUTOTYP (Witzlack-Makarevich et al. 2011+) on case and WALS (Dryer 
2005) on word order: N = 489 
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• Model the possible impact of functional and event-based factors at the 
same time and watch out for interactions

→ standard regression models

• Model these impacts over time, since they are the result of diachronic 
biases of retention or innovation of prefered patterns

→ Family Bias Method

21



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Synchronic observations 
on demonstrably related 
languages:



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Synchronic observations 
on demonstrably related 
languages:

Possible 
diachronic 
interpretations: 



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y

*Y
X X X X 
X X X X
Y

*X



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Conclusion: different probabilities of 
innovation and retention

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y

*Y
X X X X 
X X X X
Y

*X



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Conclusion: different probabilities of 
innovation and retention

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y

*Y
X X X X 
X X X X
Y

*X

Y X



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Conclusion: different probabilities of 
innovation and retention

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y

*Y
X X X X 
X X X X
Y

*X

Y X

Pr(Y≻X) > Pr(X≻Y) 



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Conclusion: different probabilities of 
innovation and retention

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y

*Y
X X X X 
X X X X
Y

*X

Y X

Pr(Y≻X) > Pr(X≻Y) 
(“Family Bias”)



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Conclusion: different probabilities of 
innovation and retention

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
diachronic 
interpretations: 

*Y
X X X X 
X X X X
Y

X X X X 
X Y Y Y
Y

*?

*Y
X X X X 
X X X X
Y

*X

Y X

Pr(Y≻X) > Pr(X≻Y) 
(“Family Bias”)



The Family Bias Method

22 Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis,

X X X X 
X X X X
Y

Conclusion: different probabilities of 
innovation and retention

Synchronic observations 
on demonstrably related 
languages:

*X

Possible 
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(“Family Bias”)



  Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis

The Family Bias Method

• Estimate biases in large families (N ≥ 5), using binomial tests

23



  Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis

The Family Bias Method

• Estimate biases in large families (N ≥ 5), using binomial tests

• Extrapolate to small families based on bias probabilities of large families 
and the data in small families, including single-member families (isolates, 
or families represented only by one member in a given database)

because, after all, this is where the data are:
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The Family Bias Method

• Estimate biases in large families (N ≥ 5), using binomial tests

• Extrapolate to small families based on bias probabilities of large families 
and the data in small families, including single-member families (isolates, 
or families represented only by one member in a given database)

because, after all, this is where the data are:

• Sample the world as exhaustively as possible (depart from the tradition!)

23

Families

M
em
be
rs

0
100
200
300

As
trn In-
E

Bn
-C

Sn
-T

Pm
-N

Ot
mn

As
trs

Sm
tc

Ch
dc

Ut
-A

Tr
kc

Nk
-D

Ad
-U Ur
lc

M
ay
n

Al
gc

M
an
d

Ar
wk Gu
r

Dr
vd

Cs
ht

N-
Dn Sls
h

Kw
a

Tu
pn

M
c-G Nr
tA

Se
pk

Cr
bn

Br
br

Nl
tc

T-
Kd Es
-A

Kn
-G Tc
á

Om
tc

Ch
bc

Pn
-T

Bn
-B

M
ng
l

Sio
n

Ch
-W

M
dn
g

M
x-Z Tr
rc

W
stP Yk
-U

Ba
sq

Tn
gs Kr
u

Qc
hn

T-
A-

Yu
mn

Do
gn

Es
CS

Gn
wn Kr
df

Su
rm
c

LS
-R

Gr
tB Irq
n

W
stC

An
gn

Hu
on

Kw
-T

Kw
-K

M
c-S

M
sk
g

Nu
bn

St
hA

W
ks
h

Ar
wn Br
dr

Fn
st

Gh
bn

Ko
irn

M
ar
nd

M
i-Y Pl
tP

Se
nf

Tt
-T

Aw
-D

Cd
dn

Ch
có

Ch
-K

Gr
tA

Gc
rn

Kr
tv

M
tc
n

M
ek

Ny
ln

Po
mn

W
stD W
ttn !U
-T

Br
bc

Jv
rn

Lk
sP Ok

O-
M
-

Sh
rn

Sn
gh

Cn
tS

Ch
on

Da
ju

Es
NB El
mn

En
-K

Hu
av Ju

Kd
-K

Kr
sn

Ku
lk

M
ab
n

M
ad
n

M
ar
n

M
irn
d

M
aU
M
R

Nd
hp

Sn
tn

St
hB

St
hD

Ta
mn

Tn
gk

Ts
ms W
rrr

Yn
mm Yn
sn

Zp
rn

An
sB

As
-K

Ay
mr

Bo
rn

Bo
sv

Bu
lk

Bn
bn Br
rr

Ch
pn

Ch
mk

Ch
nk

Ch
py

Ch
ms Da
ni

Dj
rr

Es
CB Es
tD

Eg
yp Gl
ln

Ha
id

Ijo
d

Iw
dj

Jp
ns

Kk
-N

Kl
pm Kr
-A

Kw
mt

Lf
tM

M
sc
y

M
sm
l

Nm
br

Nv
kh

Nr
tB

Nr
tD

Pl
hn Slb
n

Se
ng

Sk
-G

Tk
-K

Ts
mn Tb
rn

Tq
st

W
stB

W
nt
n

W
ssL Yk
gr

Yk
-W Ak
á

Ai
nu Al
sn

Am
-K

An
dk

An
gl

An
nd At
ñ

At
kp As
ln

Aw
é

Aw
-P

Bb
-F

Bn
gm Be
ja

Bt
hk

Br
DC Be
rt

Be
to

Bs
lm

Br
kn

Br
sh

Ca
ln

Cm
á

Cn
ds

Cy
vv

Ch
pk

Ch
vc

Ch
mr

Ch
tm Ch
ló

Ch
lt

Cf
á

Cm
cr

Co
os Ct
lt

Da
gn

Dn
-P

Es
tK

Es
tS

El
mt

Es
mr Es
sl

Et
rs Fu
r

Gg
dj

Ga
pn

Gr
rw

Gd
lC Gt
ó

Gn
FC

Gn
BC

Gu
mz

Gn
bd

Ha
dz

Ht
nC

Hr
km

Ha
tm

Hw
nC Ht
í

Hu
rp

Hr
-U Irn
s

Itn
m

Jm
cC

Jr
wA Je
bl

Jc
qn Jr
jr

Kn
é

Ka
ra

Kr
nk

Ka
rr

Kr
kr

Ka
rk

Kt
Kl

Kt
kn

Ka
ur

Kw
sq

Ky
gr

Ki
tb

Ki
wn

Ko
mn

Ko
ren

K(
FC

K(
N)

Ku
nm Ku
ot

Ks
nd

Ku
tn

Kw
ln

Kw
az

La
al

Lr
ky

Le
ko

LA
FC

Lm
ln

Lw
rM La
-a

Ll-
V

M
aln

M
ar
s

M
lcC

M
ng
r

M
pd
n

M
rtn
qC

M
tn
w

M
rtn
Cr

M
lyB

M
ch
c

M
oll

M
mb
m

M
nm
b

M
rw
p

M
sé

M
ov
m

M
ur
n

M
ák

M
CE
C

Ng
Pd Na
hl

Nk
kr

Nm
bk

Nt
ch

Nd
yk

Ne
ra

Ng
rP

NT
å

Nu
bi

Ny
im

Ok
sp

On
ge Ot
i

Pa
sn

Pp
mn

Pa
wn

Pi
aw Pr
í

Pu
nv

Pu
qn

R-
CP Sb
ln

Sln
n

Sn
dw

Sr
mc
c

Se
ri

Sy
cC

Sh
ab

Sh
st

Sg
nL
ng
gA
d

Sg
nL
ng
gA
m

Sg
nL
ng
gA
r

Sg
nL
ng
gB
rz

Sg
nL
ng
gB
rt

Sg
LC

Sg
LD

Sg
nL
ng
gF
n

Sg
nL
ng
gF
l

Sg
nL
ng
gF
r

Sg
nL
ng
gG
rm

Sg
nL
ng
gG
rk

SL
HK

Sg
nL
ng
gIc

SL
I(d SL
I(

Sg
nL
ng
gIn

Sg
nL
ng
gIr

Sg
nL
ng
gIs

Sg
nL
ng
gIt

Sg
LJ

Sg
LK

SL
NZ SL
P-

Sg
LR

SL
SK

Sg
LS

Sg
nL
ng
gT
w

Sg
nL
ng
gT
n

Sg
nL
ng
gT
h

Sg
LU Ss
lw

So
mh

St
CP Sr
nn

Sb
-T Su
lk

Sm
rn

ST
å

Tn
gl

Tr
sc

Ta
rm

Ta
rp

Ts
hr

Ta
yo

Te
mn

Ti
mc

Tn
gn

Ti
wi

Tk
Ps

Tn
kw Tr
í

Tu
nc

Tr
-K

Ur
rn

Ur
im

W
g-
W

W
ar
a

W
as
h

W
stK

W
sN
B

W
stF W
iru

Ya
gn

Yh
gn

Ya
le

Ya
na

Yr
bn Ya
rr

Yî
D

Yu
at

Yu
ch

Yr
kr Yr
í

Zm
cn

Zu
ni



  Bickel 2011 in Ling. Typ., in press in Oxford Handbook of Ling. Analysis

The Family Bias Method

• Estimate biases in large families (N ≥ 5), using binomial tests

• Extrapolate to small families based on bias probabilities of large families 
and the data in small families, including single-member families (isolates, 
or families represented only by one member in a given database)

because, after all, this is where the data are:

• Sample the world as exhaustively as possible (depart from the tradition!)

• Software available at http://www.uzh.ch/spw/software
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Other
V...] ...V]

Eurasia
V...] ...V]

bias for case

bias against case
no bias

Bias for case vs. against case is determined both 
• by the contact history of Eurasia: case tends to be better preserved or 

(re-)created in Eurasia (AREA × BIAS TYPE, p=.034)
• by processing principles: case tends to be better preserved or (re-)created in 

v-final families (ORDER × BIAS TYPE, p=.027)
These effects are independent of each other (three-way interaction is n.s.)



 Loglinear analysis with likelihood ratio χ2 tests and AIC-based step-down model selection

Testing the effects
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Other
V...] ...V]

Eurasia
V...] ...V]

bias for case

bias against case
no bias

Diversification vs. stability is determined both
• by the contact history of Eurasia, but only in v-final groups (three-way 

interaction, p=.011): v-final groups diversify less in Eurasia than elsewhere 
(AREA × DIVERSITY, p<.001), no such effect in non-final groups

• by processing principles: v-final languages diversify less than non-v-final 
languages (factorial analysis across areas, both p<.001)
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Conclusions
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• Distributional Typology follows the normal science triad — causal theory, 
statistical modeling, testing — instead of Pāṇini

(The details in statistical methods may (and will) change, but the 
mode of thinking stays.)

• Results do not depend on
• individual datapoints (“counterexamples”) and fights on what is the 

“right” analysis, but on general patterns
• sampling choices since the Family Bias Method uses exhaustive 

samples

• Distributional Typology fits with the old insight that nothing in 
linguistics makes sense expect in the light of history (cf. Dobzhansky 
re biology), 
    .... as linguists knew all along!


